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Abstract—An optimized Inception_ResnetV2 deep network 

model is proposed to solve the problem of difficult identification 

of apparel attributes. Firstly, create pictures of different clothing 

attributes. The ten thousand data set of images are established. 

Then the data is trained by the method of pre-training model. 

After the convolution layer, the global average pooling replaces 

the traditional full-link layer to connect the classifier, so as to 

reduce the over-fitting problem caused by the training model. 

What’s more, the image data is enhanced. At the same time, 

Adam optimizer with high efficiency in local deep learning was 

adopted to accelerate the convergence speed of the model. It 

realizes the identification of different kinds of clothing attributes. 

In order to prevent the randomness of the experiment, the 

average value of the results of multiple experiments were 

adopted. The experimental results showed that compared with 

deep learning network models such as Inception_ResnetV2 and 

InceptionV4,Xception had a higher recognition rate. It has 

stronger ability to identify clothing attributes. 

 

Index Terms—Costume attribute recognition; Neural network; 

Deep learning; Optimizer. 

I. INTRODUCTION  

In recent years, the shopping online  has been increasingly 
penetrating into people's life. Shopping websites such as 
jingdong, taobao and Vipshop have gradually become people's 
shopping platform.As clothing is the main sales product, it is 
of great importance for users to find their favorite clothes in 
the huge clothing products.The current classification of 
clothing attributes mostly adopts manual labeling of images, 
resulting in huge manpower.Moreover, they are highly 
subjective.The classification of clothing attributes is not very 
effective at present, and it is not easy for users to find the 
exact type of clothing.In order to better serve consumers, the 
targeted search of clothing can be conducted by searching 
keywords, such as an element of clothing, so as to meet the 
needs of consumers.However, in the recognition of clothing 
attributes, the diversity of clothing background causes certain 
interference to the recognition of clothing attributes.The visual 
difference of the same attribute is large.In order to solve this 
problem, many scholars have carried out a lot of research. 
Through the training of the visual features of clothing images, 
a method for automatic classification of clothing attributes is 
proposed. According to the classification of clothing, the 

literature [1] proposed the method of clothing region 
positioning and the association matrix to predict the clothing 
style.It works better than a style finder, but different 
categories don't. The literature [2] proposed to use deep 
convolutional neural network to extract convolution features 
and classify apparel attributes. The literature [3] adopted 
Girshick's RegionCNN (r-cnn) object detection model [4] to 
detect fashion items worn by individuals. The article [5] 
extracts the underlying features in an adaptive manner and 
combines the learning attribute classifier of complementary 
features.The prediction of the independent classifier is further 
improved by exploring the inter dependency among attributes 
through conditional random fields. 

As for above factors, such as different dressing scenes, 
different regions, etc., which are not easy to be resolved, this 
paper uses the deep neural network of xception for type 
resolution, which achieves good results. 

II. DATA TRAINING 

A. Data download 

Use the urllib function to perform the crawler to get more 
than 50,000 pictures for training. 

B.  image preprocessing and data enhancement 

Because the pre-training model is used, the input image is 
redefined to be 299*299*3 to maximize the recognition ability 
of the graph.Make the data to be trained as close as possible to 
the original data.Where 299 represents the length and width, 
and 3 represents the RGB tee of the image.In addition, in 
order to enhance the generalization ability of the model, the 
enhancement of the discrimination ability of the specific 
information [8], first of all to random flip of the given data set, 
translation, rotation and other data to enhance operation, larger 
due to the existing data and to prevent explosive growth, the 
amount of data by online enhanced way, first about the input 
model of the small batch data to perform the corresponding 
operation. 

C. Inception_Resnetv2 network architecture 

Deep learning has made new progress in image 

classification [9], and the recognition rate has been increasing, 

which has a good recognition effect.The article USES 
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Inception_Resnet V2 to identify the attribute categories of 

various clothing.The Inception_ResNet structure is proposed 

by Szegedy and is a hybrid of Inception and Resnet network 

structure. 

The network structure model of the Inception series [10] 

is a model proposed by Google, which does not restrict its use 

of specific convolution kernel, but USES all different sizes of 

convolution kernel at the same time, and then stitches the 

resulting matrix together.In order to reduce computation, 1*1 

convolution kernel is added before 3*3 junction, which 

reduces the number of convolution kernel channels and 

reduces the dimension.In the stem structure of InceptionV4, 

multiple convolution plus 2 times for pooling were adopted 

for the pooling. The structure of convolution and pooling 

mentioned in the thesis of Inception-v3[7] was adopted for the 

pooling to prevent bottlenecks.The stem then used three 

different Inception modules, a total of 14. 

Resnet is Kaiming proposed in ImageNet as deep as 152 

layers of residual neural network structure [11], to the problem 

requires the deeper the more complex neural network, but the 

deeper the depth, can cause a fitting, gradient dispersion 

explosion problems such as [12] and gradient, residual 

structure of neural network is introduced into the shortcut [13], 

transfer the input layer and the convolution results together, 

reduced because of the depth of neural networks across deep 

brings the problems such as the gradient of 

dispersion.Inception-ResnetV2 is the addition of Resnet to 

inceptionV4.The concrete architecture of its model is shown 

in figure 2-1 below.It is divided into input blocks, such as 

Inception- resnet-a, Inception- resnet-b, Inception- resnet-c 

and reduce-b [14].The combined network structure is 

improved in both accuracy and computational efficiency.It is 

equal to the calculation of inceptionV4[15], but it has a higher 

accuracy rate. 

 

 

 

FIG. 2-1 network structuring of Inception_resnetV2 

III. MODEL OPTIMIZATION 

 

The traditional full connection layer [16] is shown in FIG. 

2-2(a). Its function is to extend the feature map obtained by 

the last convolutional layer into a vector [17]. The calculation 

formula of the feature map is as follows: 

)0,max( ,,, ji

T

kkji xwf 
                      

(1) 

Where ）（ ji,  represents the position index of image pixels, 

k represents the index of extracting feature 

graph. jix , represents the image block in the convolution 

window, and w  represents the weight value. 

Of this vector multiplication, finally reduce the dimension of 

input to the sigmoid classifier in the corresponding probability 

value, but the connection layer number is too large, cause 

parameter redundancy, but the global average pooling as 

shown in figure 2-2 (b), the last layer of the characteristics of 

the figure for an average of the whole picture, to form a 

feature point, these feature points of the final characteristic 

vector, then as a result, directly into the sigmoid classifier.The 

advantage is that there are no parameters in the global average 

pooling and overfitting is avoided. 

 

 

 

 

 

 

 

 

(a) Full Connection Layer 

 

 

 

 

 

  

 

(b) Global Average Pooling 

FIG.  2-2 full connection layer and global average pooling 

 

Binary crossentropy loss function [18] was used in the 

selection of loss function, and the calculation formula is as 

follows: 

))exp(1log(* ytyy 
                    (2) 

Where, is the predicted value, is the target value, and the 

formula is transformed as follows to prevent overflow: 

          
)))(exp(1log(*)0,max( yabstyy 

         (3) 

In order to improve the learning rate of machine learning, 

to speed up the model convergence speed, choose Adam 

optimizer, he is an alternative to traditional stochastic gradient 

descent [19] first-order optimization algorithm, compared with 

the stochastic gradient algorithm, stochastic gradient descent 

to keep a single vector, update all the weights vector does not 

change during the process of training, and Adam optimizer is 

estimated by computing the gradient a moment and second 

moment estimation [20] and independent for different 

parameters design of adaptive vector.The formula is as 

follows: 

                       ttt gmm   )1(1 
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Where tm
, tn respectively for gradient first order 

moment estimation and second order moment estimation, can 

be regarded as the estimation of the expectation, 


m ,



n is the 

correction of tm
, tn .   is the momentum factor and  is the 

learning rate. tg
 
is the gradient of hi .This approximates an 

unbiased estimate of expectations.It can be seen that direct 

torque estimation of gradient has no additional requirement on 

memory and can be dynamically adjusted according to 

gradient.








tn

m
 which forms a dynamic constraint on 

learning rate and has a clear range. 

It can be seen from table 4-1 in the experimental results 

below that the Adam optimizer is more effective than the SGD 

optimizer. 

Taking Mean Average Precision as the index of model 

evaluation [21], the expression is as follows: 


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Where P is the accuracy rate and R represents the recall 

rate [22].The value of P is the ratio of the predicted correct 

attribute value to the total predicted attribute value, and AP is 

the statistical average value of them.MAP is the AP synthesis 

calculated from all attribute dimensions, and their average 

value is calculated. 

 Experiment and result analysis 

IV. EXPERIMENT AND RESULT ANALYSIS 

 

A.Experimental platform 

The experimental platform configuration is trained on the 

data by 3 blocks of nvidia's 1080ti GPU in parallel, and 

batchsize is set to 96.Ubuntu is 16.04 with 110G of ram, 1.4.1 

for tesorflow-gpu and 3.5.2 for python. 

 

B.Taining process 

The training method adopts the method of transfer 

learning.First, all the parameters of the convolution layer are 

locked, followed by global average pooling, followed by 

rotation, the parameters dropout are set to 0.5.Finally connect 

the sigmoid classifier.The initial learning rate was 1e-4, and 

when the training was to 10 epochs, the fine-tuning method of 

unlocking part of convolution layer was adopted to continue 

the training to 20 epochs.And adjust the learning rate to 1e-

5.In order to prevent randomness in the training process, the 

optimal parameter model was adopted after repeated training 

[23].Finally, the data set of the test set is inverted, translated 

and other operations are carried into the model to estimate the 

results, and the average is finally taken. 

 

C. Experimental results 

Since the sigmoid classifier was used to obtain the 

probability value, we used the probability value of any one of 

these 13 classes is greater than 0.5,we let his label be 1 and the 

final online result is 0.6076.In the end, we found that 

compared with other models, Inception_resnetV2 has the best 

effec.    

V. CONCLUSION 

Inception_resnetV2, Xception and InceptionV4 deep 

network models were used to train different kinds of clothing 

attributes. Finally, it was found that Inception-ResnetV2 

performed better in the time of training and the accuracy of 

recognition.In the selection of the optimizer, Adam is faster 

than SGD, and the accuracy of test set is improved.Therefore, 

the deep network model based on Inception_ResnetV2 can 

well realize the recognition of clothing attributes. 
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