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Abstract—In this online product image retrieval task, we focus
on remarkable tricks applying only CNN-based features instead
of merging it with hand-crafted features which show poor robust-
ness of adaptability in various datasets. Considering the image
statistic characteristic, we experiment several general tricks and
propose some key methods to boost network performance in this
task. First, we propose a new hard mining strategy called Batch-
Pool Data Mining (BPDM) to larger the margins between two
similar images. In the post-processing stage, SWA method and
effective Early-late fusion method are introduced to enhance the
stability performance of single or merged deep learning models.
Our methods finally achieve an MAP@10 of 58.37 on JD Fashion
Challenge dataset.

Index Terms—Image retrieval, CNN-based features, SWA,
Batch-Pool Data Mining, Early-late fusion

I. INTRODUCTION

In this paper, we aim at the street-to-shop problem, i.e.,
given a photo of a fashion item taken by users, the goal of
this task is to find the same item from online shops. It remains
a challenge because of the different photo conditions (e.g.,
illumination, angle, placement and image quality) between
users’ images and online shopping photos. The key to dealing
with this issue is the extraction of good feature representations.
Compared with hand-engineered descriptions like SIFT [1],
using deep neural networks to directly learn feature represen-
tations from raw data has recently achieved more impressive
performance in many tasks. Accordingly, we use deep neural
networks based method to learning the descriptions of users’
and online shopping images.

We choice 4 popular CNN frameworks (i.e., ResNet [2],
SERseNet [3], SEResNext [3] and DenseNet [4]) as feature
extractors. In order to improve the quality of features extracted
by these CNN backbones, we first propose Batch-Pool Data
Mining (BPDM), which not only enlarges negative sample
search space but also maintains the search speed. Moreover,
we introduce SWA method to stabilize the performance of
single model, and propose Early-late Fusion to further improve
the performance of multiple models. The final performance of
our method achieves an MAP@10 of 58.37 on JD Fashion
Challenge dataset with the 1000 query images and 0.15 million
images, which are defined as the offline evaluation data in our
experiments. We define 1800 pairs from 12000 custom-to-shop
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image pairs randomly as offline evaluation data@1800 and the
other 10200 pairs as training data.

The main contributions of this paper can be summarized as
follows:
• We investigate the product image search problem and

propose some tricks to boost network performance for
large scale product image search. These key methods are
coordinated to enhance the robustness and discriminabil-
ity of feature representations.

• We propose an effective model fusion method called
Early-late fusion.

• We propose Batch-Bool Data Mining (BPDM) strategy
to search hard-negative samples.

• We introduce SWA [2] method to improve the stability of
the performance of single deep learning model, although
it is not firstly proposed by us.

We conduct experiments on JD Fashion Challenge dataset.
The experimental results demonstrate that our method can
achieve remarkable performance on the product image retrieval
task.

II. RELATED WORK

CNN-based representation is a remarkable solution for
image retrieval and is gradually replacing the hand-crafted
local representation. A variety of outstanding methods apply
CNN activations on the task of image retrieval. In this work,
image retrieval is regarded as a metric learning problem
which learns an image embedding and use the Euclidean
distance to capture image similarity as Euclidean distance of
the same type in the embedded space is smaller than that of the
different type. Therefore triplet ranking loss [6] is introduced
to get the relative distance between images. Chen et al [7]
design a ranking loss which minimizes the cost corresponding
to the sum of the gallery ranking disorders. Beyong triplet
loss, Chen et al [8] introduces a quadruplet loss by adding
another negative sample, which helps to enlarge inter-class
variations and reduce intra-class variations. Additionally, [6]
employs the contrastive loss aiming at measuring matching
and non-matching pairs. Triplet-based loss generalizes better
performance than contrastive loss in most cases.

The performance of pre-trained CNN lies in the feature
extracting and feature descriptors encoding. The most straight-
forward method to extract feature representation is to use fully-
connected(FC) layer [9] such as 2048-dim vector in Resnet.



FC descriptors yields fair retrieval results along with Euclidean
distance and recently be improved with L2 normalization
and pooling method [10]. R-mac pooling use a fixed regid
grid followed by a max pooling. Generalized-mean pooling
introduced a more general pooling beyong max pooling and
average pooling. It has proved that the last convolution layer
after pooling could get outstanding accuracy rate to the fully-
connected layer. After pooling method. descriptor whitening is
widely used for jointly down-weighting co-occurrences since
Chum [5] and PCA whitening is an effective one. In [11],
Babenko et al. impose a Guassian mask on the last convolution
layer before using pooling.

III. METHODS TO BOOST NETWORK PERFORMANCE

Pipeline of the CNN-based method for image retrieval is
shown in Fig. 1. As Shown in the figure, before training the
network, image preprocessing (such as dirty data removal, data
augmentation and so on ) is applied to the data to make data
more suitable for CNN training. Then, a CNN is used to extract
image features, usually forced by a contrastive loss or triplet
loss. After the features are extracted by the CNN, a pooling
mechanism is used to construct a global image descriptor.
Finally, a descriptor whitening is applied to the image features
generated by the CNN. In the following sections, we will give
a detail description of how to boost network performance on
image retrieval.

A. Data preprocessing

In order to improve the generalization ability of processing
different type of image in network, we list several data
augmentations used in our experiments and give corresponding
interpretations.

1) Image classification: Feature representation in CNN
contains global structure information and local patch details.
The global structure feature represents characteristics of the
entire product including shape, style and positions, while the
local feature focus on colors, textures and strong edges, such
as buttons and shoes logo. Some images labeled with different
categories have very similar textures, which may result in an
incorrect search. Therefore, we introduce a classifier to divide
the evaluation dataset into three categories and then search in
a category.

We use 10200 cropped images labeled with bounding box
and categories to train four classifier network (i.e., ResNet-
101, ResNet-152, DenseNet, and SeResNet) and 1800 as
offline evaluation data.

In order to reduce the retrieval error caused by misclas-
sification, confidence threshold is set to 0.85. If an image’s
confidence score in any category is larger than 0.85, it is
considered as classified correctly and just searched in this
corresponding category, otherwise it is searched in the whole
dataset.

2) Random Erasing: Occlusion, such as billboard, wa-
termark or sundries, is a critical influencing factor on the
generalization ability of the model, which is commonly seen
in custom-to-shop image retrieval task. When some part of

a product is occluded, the represent of this product changes,
although it is expected to be invariant. In order to improve
the robustness of the model for occlusion, during training, we
randomly choose a rectangle region of an image and erase its
pixels with the ImageNet mean pixel value to generate various
levels of occlusion. Compared with manually adding occluded
regions to the training images, this method can be implemented
easily and improves the generalization ability of the model.

3) Rotate&ColorJitter: Shoes images in JD Fashion Chal-
lenge dataset are characteristic as specific orientations like 90◦,
180◦ and 270◦. For clothes images between customer and
shops, color difference and distortion are ubiquitous, while
these are seldom seen in bags images. We consider four
specific angles of rotation for shoes data with 30% probability
and no rotation for other category. Experiments show that
this approach improves 3% image searching top-1 accuracy in
shoes and seldom decreases the accuracy in bags or clothes.
To solve the color difference problem, ColorJitter is used to
randomly change the brightness, contrast and saturation of an
image, however it makes no effort on the improvement of the
top-1 accuracy. We attribute this result to the color correction
capability in the backbone network, which is not sensitive to
limited color difference.

4) Multi Scale: Due to the existence of large difference in
image resolution, the attention regions might have various size
after applying resize method. It is considerable that multi-scale
works well in dealing with such problem.In our experiment,
the input image is resized to 480 × 480. Then, three re-scale
versions with scaling factor of 1, 1/

√
2, 1/2 are fed to the

network to receive three scale-descriptors. Finally, the CNN-
based descriptors are combined into a single descriptor by
pooling for all methods.

Unfortunately, this trick does not work for improving the
performance of our CNN-based descriptors. The main reason
is that the given bounding box could provide a sufficiently high
IoU score, and reducing the image scale will greatly damage
the local feature representation with lower resolution. Addi-
tionally, upsampling may introduce useless noisy information.
In our experiments, the model trained with 480 × 480 image
size achieves the best performance.

B. CNN Network Backbone

We use 4 highly influential CNN backbones, namely
ResNet101, SEResNet101, SEResNext101 and DenseNet.
These backbones have different network architectures and
thus have different results. In our experiment, SEResNet101,
SEResNext and DenseNet achieve similar performance but all
of them are quiet better than ResNet101 (2% higher). We also
conduct some experiments about the depth of networks but we
can not get a unified conclusion. For ResNet, Resnet101 (the
deeper one) is better than ResNet50 (the shallower one) but
for Densenet, Densenet161 (the shallower one) is better than
Densenet169 (the deeper one). Thus the depth of networks
has to be obtained through practical experiments. We also do
some research on some techniques of network design, such as
feature pyramid networks (FPN) [15] or FPN with attention



Fig. 1. Pipeline of CNN-based method for image retrieval.

mechanism [16] to generate multi scale features. These multi
scale features can generate better results in offline evaluation
dataset.

C. Pooling Methods

In order to generate a global image descriptor from CNN
features maps, a common practice is to perform a pooling
mechanism to the feature maps. Here we consider two kinds
of pooling: R-mac [13] and GEM [19], [20].

1) R-mac Pooling: R-mac is first introduced by Tolias et al.
[13] and modified Albert Gordo et al. [17]. R-mac is equivalent
to the Region of Interest (ROI) pooling [18] using a fixed rigid
grid followed by a max pooling.

ROI pooling can extract local and multi-scale features since
the features are from different regions of different scales in
the images. These local features are then max-pooled and l2-
normalized independently to produce a single feature vector
per region. Finally, a sum-aggregation is applied to generate
the final image vector.

2) GeM Pooling: Generalized-mean (GeM) pooling is first
proposed by G. Papandreou et al. [19] and is introduced to
image retrieval by [20]. GEM is given by:

f (g) =
[
f
(g)
1 · · · f

(g)
k · · · f

(g)
K

]
=

(
1

|Xk|
∑
x∈Xk

xpk

) 1
pk

(1)
max pooling and average pooling are special cases of GeM
pooling, i.e., max pooling when pk → 1 and average pooling
for pk = 1. The pooling parameter pk can be manually set or
learned since this operation is differentiable and can be part
of the back-propagation.

We compare these two pooling methods in the given data.
We find that Gem with a learnable pooling parameter pk results
in approximately 2% higher than R-mac on offline evaluation
data @1800.

D. Loss Functions

1) Contrastive Loss: As implemented in [6], the contrastive
loss function is defined as:

loss(f(ai), f(bi)) = (1− y)max{0,m−D(f(ai), f(bi))}2,
(2)

where f(.) is an image embedding function mapping an image
to a feature vector, y is label indicating that ai contains the

same item with bi if y = 1 and otherwise if y = 0, and D(., .)
is the distance between two feature vectors, such as Euclidean
distance, cosine distance, hamming distance, etc. The margin
m enforces distance between images of different items large,
which has an effect of learning to rank.

2) Triplet loss: Triplet loss is first employed by [6], which
achieves good results in face recognition and clustering. Triplet
loss enforces distance between images of different items large
and distance between images of same item small. A triplet
loss function has the following form:

loss(f(ai), f(bi), f(ni)) = max{(0,m+D(f(ai), f(pi)))
2

− (f(ai), f(ni))
2},

(3)
where ai, pi, ni denotes anchor example, positive example,
negative example respectively. ai shares the same label with
pi, while ni has a different label. m is a margin between
positive and negative pairs.

3) Hard Data Mining Strategy: Mining hard-negative sam-
ples aims to enlarge the margins between two similar classes
and improve the model’s discriminability. To obtain difficult
negative samples, which are predicted as matched pairs with
high probabilities by the current network, we introduce Batch-
Pool Data Mining (BPDM). Each negative sample ni is
assigned with a score sk in each training batch-pool data.
This batch-pool data consists of training batch data and pool
samples randomly selected from the dataset. A sample with
the smallest sk and different ID is considered as a difficult
negative sample of the corresponding query image.

During our experiments, we find that Triplet Loss is better
than Contrastive Loss by a large margin, indicating that Triplet
Loss is more suitable for this task. We also do some research
on hard data mining strategy, finding that our proposed Batch-
Pool Data Mining (BPDM) is slightly better than the original
Batch Data Mining.

E. Whitening Method

Descriptor whitening is known to be essential for image
retrieval. Here we include three whitening, namely PCA
whitening, end-to-end whitening [17], and projections whiten-
ing [20]. PCA whitening is a common methods for image
descriptor whitening. end-to-end whitening is proposed by
[17] and proved to be worked in image retrieval. Its main
idea is that the PCA projection can be seen as a combination



of a shifting (for the mean centering) and a fully connected
(FC) layer (for the projection with the eigenvectors), with
weights that can be learned. Thus, transferring PCA into a
layer in the network and can be learned with the network.
projections whitening is decomposed into two parts, whitening
and rotation and it can be optimized with the training data after
training the network.

In our experiment, we find that PCA whitening and end-to-
end whitening almost bring no improvement but projections
whitening can increase the result by 5% on offline evaluation
dataset @1800 and increase by 4% on online test dataset.

F. Stochastic Weight Averaging

After training a model, it is difficult for us to elect the final
model in several final epochs. Because what we know is the
evaluation result on offline evaluation dataset, but we can not
infer the test result on online test dataset. One Common way
to solve this problem is to select out some models in the final
epochs and averaging or voting their results. However, this is
a kind of model fusion and requires testing in several models
and is computationally inefficient.

In order to improve the generalization ability in one single
model. We introduce Stochastic Weight Averaging (SWA) [2]
to image retrieval. Different from [2], We modify SWA and the
modified SWA algorithm in our paper proceeds the following
steps:
• Training the network with learning rate decayed by 0.5

every 10 epochs.
• Getting model weights from 21th, 22th and 23th epochs.
• Averaging the model weights of these three models to

generate the final model weights, which is given by:

wSWA =
w21th + w22th + w23th

3
(4)

• Computing the running mean and standard deviation of
the activations for each layer of the network found by
SWA after the training is finished.

• Generating one single model for testing, whose model
weights are updated by three model.

SWA can be regarded as a implicit model fusion and requires
no more computation. It is applied in weight space and only
require one single model in the final test, but it can result
in better generalization. During our experiments, we find that
model generated by SWA results in 2% better than the original
model, indicating that SWA is extremely useful for image
retrieval.

G. Early-late Fusion

Basically, there exists two main streams for multiple feature
fusion: early and late fusion. In early fusion, descriptors
are combined at feature level. Then, the combined features
are processed together to improve the robustness of the
representations of products. On the other hand, late fusion
refers to fusion at score or decision levels. In this paper,
we propose a novel feature fusion method, which combines
early and late fusion, called Early-late Fusion. In JD Fashion

Challenge Competition, we fuse four different deep learning
based models using early-late fusion. We split these four
models into four groups, where each group contains three
different models. The features extracted by models in one
group are concatenated and then used to compute the distance
between a query image q and a gallery image g. We thus get
four distance scores (i.e., d1, d2, d3, d4) from four groups. The
final distance is defined as follow:

dfinal = αd1 + βd2 + γd3 + δd4, (5)

where α, β, γ and δ are trade-off parameters. For simplicity,
we set them equally.

In JD Fashion Challenge Competition, our proposed Early-
late Fusion is better than the original Early Fusion and Late
Fusion. The performance of our proposed Early-late Fusion
is 1% higher than that of the original Early Fusion and 2%
higher than that of the original Late Fusion.
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